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Abstract

In recent years, major advances have been made in 3D scene reconstruction, with a number of approaches now able to yield dense, globally-consistent models at scale. However, much less progress has been made for objects, which can exhibit far fewer unambiguous geometric/texture cues than a full scene, and thus are much harder to track against. In this work, we present a novel probabilistic object reconstruction framework that simultaneously allows for online, implicit deformation of the object’s surface to reduce tracking drift and handle loop closure events. Coupled with our probabilistic formulation is the use of a multiple sub-segment representation of the object, used to enforce global consistency, with segmentation of the object built in to the formulation. Finally, we employ a CRF framework to refine the overall segmentation, defined by a probability field over the object. We present compelling improvements over the current state-of-the-art object reconstruction work and demonstrate robustness and consistency w.r.t. established dense SLAM frameworks.

1. Introduction

Dense SLAM (Simultaneous Localisation and Mapping) has proven very effective for reconstructing moderately-sized scenes, with much recent research driven by the availability of inexpensive, consumer-grade depth sensing equipment [16, 17, 21]. However, accurate pose estimation in the presence of erroneous measurements and visual aliasing in the scene remains difficult to fully solve. Common approaches [1, 24] exploit geometric/texture cues to estimate the pose of each frame, but tracking can drift – or even fail completely – without reliable features against which to track. Loop closure events are another common source of tracking problems, with explicit handling often required to prevent errors in the model, exacerbating any existing tracking issues. These problems are only magnified when reconstructing objects: an object’s surface will generally contain far fewer points than the full scene, and a lack of unambiguous points on the surface can lead to an increase in data association errors when attempting to recover the pose.

In this paper, we introduce a novel approach to reconstruct accurate, globally-consistent object models, introducing a probabilistic rigid-object reconstruction framework based on depth features. The framework facilitates the correction of tracking drift by representing the object as a collection of overlapping subsegments between which transformations may be inferred to maintain alignment, resulting in a consistent overall model. By combining these transformed surfaces, we extract an implicitly deformed surface, optimised for via the probabilistic formulation that follows. We utilise a volumetric representation for each of these object subsegments, with each voxel in a given subsegment having additional appearance posterior information pertaining to the voxel’s membership of the object. Over time, multiple volumes containing both surface and probabilistic appearance information are maintained and manipulated to yield a robust and temporally consistent model. Finally, we optimise for the optimum object segmentation within a CRF (Conditional Random Field) framework.

Recently, robust, globally-consistent, large scale scene reconstruction has been achieved by combining a multi-segment representation with loop closure detection and an online model correction algorithm [11], demonstrating the efficacy of this approach for larger scenes.

We perform both quantitative and qualitative experiments to compare our approach to the state-of-the-art object reconstruction approach of Ren et al. [33], demonstrating compelling improvements in both pose estimation and
model quality. In addition we demonstrate compelling results over the standard KinectFusion pipeline using an open implementation [21] as a benchmark.

2. Related Work

**Object Reconstruction.** In addition to scene-scale works, there has been much work on object reconstruction and object-centric SLAM. Kolev et al. [12] presented a probabilistic 3D segmentation and surface extraction algorithm based on a variational evolution of a level set representation, but did not handle loop closures and tested their approach only on images with no background noise. Weise et al. [29] presented an explicit, surfel-based reconstruction system for objects rotating in front of a 3D range scanner. They maintain an object topology graph to handle loop closures online, but they only deform the object model when detecting loop closure events, whereas our approach continuously updates the rigid transformations between object segments, making it easier for the user to see what the final model will look like. Ohno et al. [18] presented a robotic system for reconstructing unknown objects in an environment by pushing them and estimating their motion using 3D flow. Krainin et al. [13] present another robotic system that uses Kalman filtering and articulated ICP (Iterative Closest Point) to track both the robot’s manipulator and the object. They perform loop closure in a similar way to [29] and achieve very good surfel models of the object, but their approach requires specialist hardware. Cui et al. [4] presented an object reconstruction system based on ToF (Time of Flight) sensors. They use a super-resolution representation of chunks of raw depth images to reconstruct detailed models. Mihalyi et al. [14] used augmented reality markers to make it possible for untrained users to achieve robust object reconstructions. Their approach works for a range of objects, but the need to add markers to the scene in advance is quite limiting in practice. Narayan et al. [15] combine KinectFusion with visual hull techniques to reconstruct objects with concavities and translucencies. Panteleris et al. [19, 20] reconstruct objects by tracking hand-object manipulations. Their approach runs in real time, but they do not handle loop closures. Tzionas and Gall [28] also make use of hand-object interactions, presenting an elegant system that can reconstruct featureless and highly symmetric objects by tracking contact points between the hand and the object. Their system produces appealing results, but is not real-time and can fail if the fingers slip over the manipulated object. Gupta et al. [9] performed object reconstruction based on monocular, multi-view cues. They segment the objects using graph cuts and track based on geometric/texture cues, but do not handle loop closures and report fluctuating tracking quality caused by illumination variation and specular surfaces. Recently, Slavcheva et al. [26] presented an object reconstruction system that estimates poses by registering pairs of TSDF volumes. Their system handles loop closures and achieves high-quality results, but at the cost of relying on fiducial markers to improve their tracking and performing loop closure offline as a post-processing step.

The closest approach to ours is that of Ren et al. [33], who presented a probabilistic tracking and reconstruction system that reconstructs objects based on an appearance model, evolving a level set representation for voxels that belong to the object. However, they do not detect loop closures and are prone to tracking drift. Their later work [22] extended [33] to track multiple objects for which an initial model is available at run time. Our system makes no such assumption.

**Dense 3D Reconstruction.** Much recent work is inspired by the seminal KinectFusion work of Newcombe et al. [16]. This was used to build an implicit, voxel-based TSDF (Truncated Signed Distance Function) representation [5] of a small-scale environment, but could only reconstruct static scenes, and struggled to scale due to inefficient use of memory and difficulties in preventing significant tracking drift in larger-scale scenes. Scalability has progressively been addressed by a moving reconstruction window [23, 30], octrees [34], and sparse methods based on voxel hashing and streaming data to and from the GPU [17, 21]. This has made it possible to reconstruct static scenes whose size is only limited by available system memory, although reconstructing a large scene can still occupy significant space. Tracking drift has also been addressed to some extent, generally by detecting loop closures and either rigidly or non-rigidly deforming parts of the scene [35, 31, 32]. Other approaches exist that do not explicitly detect loop closures [7]. Recently, Dai et al. [6] introduced a system that improves pose estimation for large-scale scenes by considering each previously seen frame within a hierarchical framework and performing sparse feature matching to optimise for the camera pose. However, mismatches between keypoints are reported to have an impact on the robustness of their optimisation procedure. Kähler et al. [11] took a different approach, showing how to combine a multi-segment representation of the scene with loop closure detection and an online model correction algorithm to achieve accurate, globally-consistent scene reconstruction. They reduce drift by tracking only against recent segments of the scene and adjusting the poses between segments online, before refining the final model using pose graph optimisation. In this paper, we extend this latter approach to achieve globally-consistent reconstructions of objects.

3. Method

We divide our object model into subvolumes, each consisting of a TSDF, colour volume and object probability volume, and contains a rigid body transform that specifies its pose relative to the global coordinate frame. At each
new camera frame, we apply our segmentation model to the colour input image to construct an object probability map, and then accumulate the probabilities from this map into the object probability volume of the active subvolume (see Section 3.1). We also update the TSDF and colour volume of the active subvolume, and track against it using ICP. At the end of each frame, we run our novel online model correction algorithm (see Section 3.3), which infers the relative poses between the subvolumes to mitigate tracking drift. Once the reconstruction process is finished, we perform a CRF-based optimisation to refine the resulting object segmentation (see Section 3.5). Our approach is not tied to the use of any one probabilistic model, though in our experiments we use PwP (Pixel Wise Posteriors) [2]. Though an overview of our object reconstruction pipeline is shown in Figure 2.

3.1. Probabilistic Object Fusion Procedure

The surface map and camera pose are estimated using the standard pipeline of [16, 21]. The surface is represented as the zero level set of a TSDF discretised over voxels, with online weighted-mean fusion of new observations. Pose estimation via ICP is run quasi-simultaneously against the evolving map. Here, inspired by [12], we augment this procedure by estimating the posterior probability, per map voxel, of belonging to the object. This volume of posterior probabilities is updated on each frame, parallel to the fusion process in the mapping and pose estimation subsystems. The representation of the reconstructed object comprises multiple ‘subvolumes’, each pertaining to some patch on the object surface. New subvolumes are started when sufficiently many new voxels have been allocated and have had data integrated. By ensuring overlap between subvolumes, transformations between them can be found and pose inconsistencies addressed, online. Empirically, we define the threshold for starting a new subvolume to be when 50% of the voxels fused in to the current volume are newly observed points.

At each frame, the object probabilities for the visible voxels in the active submap are updated via an appearance-derived probability map for that frame. Under the assumption of conditional independence between frames (for sake of tractability), the posterior probability of a given voxel $\psi \in \Psi$ belonging to the object has the following form (noting that $\Phi \subset \Psi$):

$$P(\psi \in \Phi|\Omega, p) = \prod_{t=0}^{\infty} P(\psi_t \in \Phi|\Omega_t, p_t)$$

where $\Psi$ is the volume of voxels for which measurements are accumulated, $\Phi$ is the volume of voxels pertaining to the object, $\Omega_t$ is the current image observation at time $t$ and $p_t$ is the currently tracked pose at time $t$. This encodes the probability of a voxel belonging to the object as the product of instantaneous appearance-derived pixel-wise conditionals.

3.2. Probabilistic Formulation of Object Reconstruction

Central to the proposed system is a volume of posterior probabilities pertaining to a voxel wise membership of either the object set or the non object set. This allows formulating the full joint distribution over the object as the Probabilistic Graphical Model of Figure 3(left).

Where $\Phi$ is the shape to be reconstructed (represented as a subset of voxels for which surface data has been integrated), $u$ is the appearance model volume, $L$ is the set of consistency constraints for each adjacent sub volume pair in the form of rigid transformations, $\Omega$ is the set of RGBD image pixels and $p$ the set of poses over time.

This gives rise to the following factorisation of the distribution given in Figure 3(left)

$$P(\Phi, \Omega, p, u, L) = \prod_{\psi \in \Psi} P(\phi | \psi, L_{s,s'}) \prod_{t=0}^{\infty} \prod_{p \in P} P(u_v|\Omega_{p,t}, p_t)P(L_{s,s'}|\Omega_{p,t}, p_t)P(p_t)P(\Omega_{p,t})$$

where $\Psi$ is the set of voxels across all sub volumes, $P$ is the set of RGBD pixels for a given frame and $S$ is the set of sub volumes. Where the notation $s, s' \in S$ refers to pairs of overlapping subvolumes.

However, if pixel wise independence is assumed in the RGBD observations and temporal independence in the poses, the plate containing $\Omega$ and $p$ can be removed as in Figure 3(right).

$$P(\Phi, \Omega, p, u, L) = \prod_{v \in V} P(\phi | u_v) \prod_{s,s' \in S} P(u_v|\Omega, p, L_{s,s'}) P(L_{s,s'}|\Omega, p)P(p)P(\Omega)$$

In practice this temporal independence assumption causes no issues. Furthermore, if voxel wise independence is assumed, the plate over voxels can be removed. Finally, assuming $P(p)$ and $P(\Omega)$ are uniform distributions, then we have the simpler distribution given by Figure 3(right).

$$P(\Phi, \Omega, p, u, L) = \prod_{s,s' \in S} P(\phi | u, L_{s,s'})$$

The above formalisms describe a probabilistic framework in which online corrections can be made to the reconstructed model to counteract errors incurred by pose tracking inconsistencies. As with scene based dense SLAM systems [16, 21, 17], our system follows a pipeline that consists
of a tracking stage and an integration stage. However, our formulation of this pipeline consists of an additional, novel estimation module that relies on the use of a subvolume representation to correct tracking errors by applying transformations to the subsegments to align them when there are intra subsegment tracking inconsistencies. As inference on the joint distribution of our model is intractable, conditional independence assumptions are made that do not appear to cause any functional issues.

3.3. Online Model Correction

The tracking consistency constraint denoted by the variable $L$ in the graphical models given by Figure 3 can be enforced in terms of minimising the disparity between adjacent subvolumes, such that the poses tracked in each subvolume are consistent. Given instantaneously inferred transforms between subvolumes obtained from tracking results, the objective is to infer a robust, consistent deformation transformation for the subvolume pair. As such, for each pair of visible subvolumes $s, s'$, the following posterior must be maximised:

$$P(\Omega, p | L_{s,s'}) = \frac{P(L_{s,s'} | \Omega, p)P(\Omega | p)P(p)}{P(L_{s,s'})}$$  (5)

The intuition behind the above equation is that the deformation $L_{s,s'}$ applied to the object subvolume $\Phi_s$ should increase the probability of observing the current pose $p$ given the current RGBD frame $\Omega$ by reducing the variance of the pose estimation result. As such, global tracking variance is reduced by enforcing local consistency, improving the quality of the reconstruction.

It should be noted that in our implementation the $P(\Omega | p)$ term is assumed to be uniform in the case of an RGBD sensor being used, however for applications such as monocular SLAM this term may be replaced with a noise model when there is significant uncertainty about the given depth map at each frame. The following proportionality to the distribution over deformations is made for two overlapping object subsegments $\Phi_s, \Phi_{s'} \in \Phi$, noting again that $\Phi \subset \Psi$. $X$ is the set of valid voxel locations in $\Phi_s$ for which the currently accumulated appearance posterior is greater for foreground:

$$P(L_{s,s'} | \Omega, p) \propto P(\Phi_s(X)) | \Phi_{s'}(\Lambda(X)) P(L_{s,s'})$$  (6)
Where the prior distribution over transformations \( P(L_{s,s'}) \) corresponds to the Gaussian Conjugate Prior \( N(L_{s,s'}; \mathbf{0}, \Lambda^{-1}) \). The log posterior of the above expression takes the following form:

\[
\ln P(\Phi_s(x)|\Phi_s'(\Lambda(x)))P(L_{s,s'}) = m \ln \frac{1}{\sqrt{2\pi\sigma}} - \frac{1}{2\sigma^2} \sum_{\psi \in \Phi_s} \left[ (\Phi_s(x_\psi) - \Phi_s'(\Lambda(x_\psi)))^2 - \lambda \|x\|_2 \right]
\]

(7)

Where \( \Phi_s(.) \) is a scalar valued SDF (Signed Distance Function) for the subsegment \( s \), a discretised field of \( \Phi_s \) (where \( \Phi_s \subset \Phi \)), as previously described. \( x \) is a point represented by a 3-vector and \( \Lambda(.) \) is a transformation function taking the following form:

\[
\Lambda(x) = R(\rho_1, \rho_2, \rho_3)x + t
\]

(8)

Where \( R(.) \) is a rotation matrix from the Special Orthogonal group \( \text{SO}(3) \) parameterised by the three Rodrigues Parameters \( [25] \rho_1, \rho_2 \) and \( \rho_3 \). The \( x \) in the log posterior refers to the vector \( x = [t_1, t_2, t_3, \rho_1, \rho_2, \rho_3] \), the translational and rotational parameters. Finally, \( m \) is the number of voxel locations for which a valid SDF value has been found for both subsegments. In our experiments, \( \sigma = 2 \).

Note that the logarithmic form of the posterior is suitable to non-linear least squares optimisation. Gradient-based maximisation of the above posterior to yield an optimal deformation is a highly non-linear optimisation problem. As such, it is suited to second-order gradient-based optimisation.

To perform MAP (Maximum A Posteriori) over this posterior using an optimisation routine such as Levenberg-Marquardt, the following gradients must be computed for the rotational component of the deformation:

\[
\frac{\partial E}{\partial \rho_n} = \frac{\partial E}{\partial \psi} \frac{\partial \psi}{\partial \Lambda} \frac{\partial \Lambda}{\partial \rho_n} \text{ for } n \in \{1, 2, 3\}
\]

(9)

Similarly for the translational component:

\[
\frac{\partial E}{\partial t_d} = \frac{\partial E}{\partial \psi} \frac{\partial \psi}{\partial \Lambda} \frac{\partial \Lambda}{\partial t_d} \text{ for } d \in \{x, y, z\}
\]

(10)

where the gradient \( \frac{\partial \psi}{\partial \Lambda} \) is found via central finite differencing. For notational convenience we define \( E \equiv \ln P(\Phi_s(x)|\Phi_s'(\Lambda(x)))P(L_{s,s'}) \), see Equation 7

### 3.4. Implicit Surface Deformations

The overall object surface \( \Phi \) is implicitly deformed by a blending function \( \zeta(\Phi) \) over each of the subvolumes for which surface data has been integrated. As such the surface \( \Phi \) is given by the following:

\[
\Phi(x) = \sum_{\chi \in X} \zeta(\Psi_\chi(x))
\]

(11)

Figure 4: Measured surfaces from different subvolumes being deformed to the true surface.

where \( X \) is the set of subvolumes contributing to the surface \( \Psi \). As such, the previously described transformation estimation process that deforms each of the subvolumes, implicitly optimises for the true surface as depicted in Figure 4. In our experiments \( \zeta(.) \) is defined as follows:

\[
\zeta(\psi_x) = \begin{cases} 
\psi_x & \text{if } P(\psi_x \in \Phi|\Omega, p) > P(\psi_x \notin \Phi|\Omega, p) \\
0 & \text{if } P(\psi_x \in \Phi|\Omega, p) < P(\psi_x \notin \Phi|\Omega, p) 
\end{cases}
\]

(12)

At this point the reader is referred back to Equation 1.

### 3.5. Volumetric Object Segmentation

The final stage in the proposed object reconstruction pipeline is the segmentation of the object voxels from those that have had measurements fused from the background. This segmentation is formalised within a CRF framework, where each node in the CRF represents a set of neighbouring voxels in space, with connections being made between adjacent neighbourhoods. The process of segmentation can be posed as an energy minimisation problem over a cut in downsampled voxel space, such that a segmentation in 3D is obtained. The following energy function consists of the unary posterior probabilities over appearance accumulated during the fusion process for a region in space and an additional pairwise smoothing term representing the physical appearance similarity of the object region represented by the voxel neighbourhoods \( \gamma \) and \( \gamma' \):

\[
E_n = \prod_{t=0}^{\infty} \prod_{\psi \in \Phi_n} P(\psi \in \Omega|\psi_t, p_t) + P(\mathbb{E}[c]_\gamma|\mathbb{E}[c]_{\gamma'})
\]

(13)

where \( c \) represents the set of colour measurements fused in to the voxels within a given neighbourhood, for all \( N \) subvolumes and \( \mathbb{E} \) is the standard Expectation operator. The aforementioned cut in voxel space is achieved by an optimisation of the above equation within the Max-Flow framework [3].

### 3.6. Explicit Loop Closure Detection

In addition to our online model correction algorithm to counteract tracking drift, we also detect loop closure events such that re-localisation can occur and the tracked pose be adjusted accordingly. Following the approaches of [8, 11] we utilise a keyframe-based loop closure detection system.
For a given depth image, its corresponding keyframe is a subsampled and Gaussian filtered version of the depth image which is then encoded in a Fern Conservatory. Similarity/dissimilarity scores between Ferns are then computed and used to either detect a loop closure event for high scoring matches with existing keyframes, or to spawn a new keyframe if dissimilarity is sufficiently high w.r.t. the last keyframe.

### 3.7. Surface Fusion Procedure

**Volumetric Representation** The system we present follows the KinectFusion [16] pipeline for the integration of surface information. In such a formulation the scene or object is represented as the zero level of a level set embedding [5], where the level set is a field of distances to the surface. The surface itself is given by

\[ S = \{ \psi | D(\psi) = 0 \} \]  

(14)

where \( S \) is the set of surface voxels, \( \psi \) is a voxel in the SDF(Signed Distance Function) volume and \( D(.) \) is the SDF value. The SDF volume is truncated to yield a TSDF with truncation region \( \mu \).

**Pose Estimation** The pose estimation method used in this work is the ICP algorithm [1]. The estimation of the camera or object 6-DoF(Degree of Freedom) pose is formulated as a minimisation problem of the form:

\[ \arg \min_{R,t} E = \sum_{\omega \in \Omega_d} \left( R\omega + t - V(\bar{\omega}) \cdot N(\bar{\omega}) \right)^2 \]  

(15)

where \( \Omega_d \) is a depth image, \( \omega \) is a 3D point extracted from the depth image, \( R \) is an \( \mathbb{S}O(3) \) rotation matrix, \( t \) is a translation vector, \( V \) is a rendered depth map from the SDF model, \( N \) is a rendered normal map from the SDF model and \( \bar{\omega} \) is the point \( \omega \) projected from the coordinate frame of \( V \) and \( N \) to the image plane. At this point it should be highlighted that the tracking algorithm used is separate from the contributions in this paper and as such can be substituted for any suitable pose estimation algorithm.

**Surface Integration** We utilise a weighted mean to fuse new depth measurements in to the TSDF model, as such, for a new depth measurement \( \eta \) projected to by voxel \( \psi \), the following update to the TSDF volume \( D \) is made

\[ D'(\psi) \leftarrow \frac{w(\psi)D(\psi) + \min(1, \eta/\mu)}{w(\psi) + 1} \]  

(16)

where \( w(.) \) is a weighting function and \( \mu \) is the aforementioned TSDF truncation region.

### Table 1: ATE (Absolute Trajectory Error) results (lower is better) achieved by our approach versus InfiniTAM with object segmentation.

<table>
<thead>
<tr>
<th>Sequence Name</th>
<th>Our Approach ATE (m)</th>
<th>InfiniTAM ATE (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>freiburg3_cabinet</td>
<td>0.077903</td>
<td>0.520693</td>
</tr>
<tr>
<td>freiburg3_teddy</td>
<td>0.030596</td>
<td>0.048560</td>
</tr>
</tbody>
</table>

**4. Results**

To evaluate our system, we perform quantitative experiments on camera pose estimation accuracy, qualitative and quantitative analyses on the obtained reconstructions. Firstly, the pose estimation accuracy is evaluated via an established SLAM evaluation benchmark [27]. We highlight that in traditional dense SLAM systems [21, 17, 16] – for which the benchmark is often employed – the entire contents of the visible scene are used for pose estimation, whereas in our system we rely only on points belonging to the object’s surface. Whilst more challenging, this implicitly allows us to track the camera w.r.t. the object regardless of which of the two is subject to motion. Then, qualitative comparisons are drawn between the reconstructions attained by our system, and those of the method described in [33]. We evaluate our system on multiple frame sequences depicting objects of different sizes. Finally, both qualitative and quantitative comparisons are drawn to an implementation [21] of the KinectFusion pipeline [16].

**4.1. Pose Estimation Quality**

In this section we present quantitative results of our systems’ robustness in estimating the camera motion, by performing tracking against the reconstruction of a single object, instead of the whole scene. The trajectories estimated by our system demonstrate low tracking drift. We perform such evaluation on two sequences of the RGB-D SLAM Dataset [27] depicting static objects observed by a moving camera. Tracking is performed using purely geometric cues, by matching the current depth frame with a rendering of the reconstructed object using ICP. We compare results against the system of [21] with object segmentation such that the comparison system also only tracks the object.

The tracking accuracy is evaluated via the ATE (Absolute Trajectory Error) metric [27], and is summarised in Table 1.

At this point, it should be highlighted that our proposed system is at a disadvantage when compared to dense SLAM systems that utilise the entire scene geometry for pose optimisation, since we track the sensor/object pose against a subset of the observed scene. Nevertheless, as shown by the results in Figure 5, our system is able to robustly estimate trajectories close to the ground truth whilst using only the objects’ geometric appearance. The cabinet reconstructed in the freiburg3_cabinet sequence is lacking in geometric features, as the object is mostly planar, and the small deficit
in tracking quality is mostly due to this factor. However, our system remains able to estimate a fairly accurate trajectory. In the \textit{freiburg3\_teddy} sequence we determine a trajectory very close to the ground truth. Improvement over the accuracy in \textit{freiburg3\_cabinet} is due to the wider availability of geometrical features, such as curves in the teddy’s body and head.

\section*{4.2. Qualitative Reconstruction Quality}

In this section we present a qualitative comparison of our method against the approach by Ren et al. \cite{33} in the reconstruction of closed object models. Each sequence is run through both systems; to evaluate the obtained results we regularly take snapshots of the reconstruction in the case of our system, and the level set evolutions, in the case of Ren et al. Such snapshots are captured after each quarter of a sequence has been processed.

As depicted in Figure 6, our method is able to successfully reconstruct the Dinosaur Head, whereas the approach by Ren et al. fails to converge towards a feasible shape. In addition, Figure 7 demonstrates that our system is able to generate consistent, closed models (unaffected by camera tracking drift) for a variety of sequences containing several loop closures. Failure of the competing method is also apparent for other sequences evaluated in this work, all presenting failure cases analogous to Figure 6. Another such example may be observed in Figure 8.

The object reconstructions depicted in Figure 9 have been obtained from sequences in which a camera was moved in a loop around each object in order to generate a closed model.

In addition, we provide a qualitative comparison between the reconstructions produced by the KinectFusion implementation of \cite{21} when tracking the entire scene and manually segmenting the object out as a post processing step against our online segmentation and reconstruction system. This comparison is visible in Figure 9.

Finally, we provide an example of a typical failure case when using the standard KinectFusion pipeline vs our approach. The gaps on the object surface in Figure 11 is caused by tracking drift, resulting in the system fusing surface information in to the wrong region of space, as can be seen, this is remedied by our approach.

\section*{4.3. Quantitative Reconstruction Quality}

In this section we perform a quantitative evaluation of reconstruction quality of our method against an established dense SLAM system \cite{21} following the KinectFusion \cite{16} pipeline. The outputted reconstructions of our model are compared with the reconstruction of the dense SLAM system with the object of interest manually segmented out from the remainder of the scene. To quantify the reconstruction quality we employ the Hausdorff Distance \cite{10} for subsets of metric spaces, where in our case the metric space is Eu-
Figure 9: From left to right, Bear, Brain, Chair and Dinosaur Head. Row 1 is InfiniTAM output, row 2 is our system and row 3 is the Hausdorff distance between the two, with the colour scale given in Figure 10.

Figure 10: Hausdorff distance heatmap key. Blue is Max Dist and red is Min Dist of Table 2.

Figure 11: Teddy reconstruction with InfiniTAM (first row) versus our system (second row).

cclidean. The Hausdorff Distance is defined as follows

$$d_H(X, Y) = \max \left\{ \sup_{x \in X} \inf_{y \in Y} d(x, y), \sup_{y \in Y} \inf_{x \in X} d(x, y) \right\}$$ (17)

where $X$ is the ground truth dense SLAM reconstruction, $Y$ is the reconstruction outputted by our system and $d(\cdot)$ is the Euclidean distance.

The resultant comparisons may be found in Table 2. In addition, we provide the outputted reconstructions from our system textured on reconstruction quality w.r.t. the Hausdorff Distance. For reference, the colour scale used is given in figure 10 where the left extrema (blue) is given by a sequences Max Dist and the right extrema (red) by the sequences Min Dist. As can be seen by the similarity measures presented, our system is capable of yielding reconstructions to a high quality despite the much more difficult tracking scenario of a single object rather than an entire scene. It can be seen that our output reconstructions are

<table>
<thead>
<tr>
<th>Sequence</th>
<th>Min Dist</th>
<th>Max Dist</th>
<th>Mean Dist</th>
<th>RMS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bear</td>
<td>0</td>
<td>0.102777</td>
<td>0.013588</td>
<td>0.019796</td>
</tr>
<tr>
<td>Brain</td>
<td>0</td>
<td>0.026465</td>
<td>0.008745</td>
<td>0.011349</td>
</tr>
<tr>
<td>Chair</td>
<td>0</td>
<td>0.053441</td>
<td>0.012349</td>
<td>0.016422</td>
</tr>
<tr>
<td>Dinosaur Head</td>
<td>0</td>
<td>0.035252</td>
<td>0.007919</td>
<td>0.010676</td>
</tr>
</tbody>
</table>

Table 2: Hausdorff Distance measurements between ground truth mesh and our systems output.

gometrically close to those generated with a dense SLAM system [21] following the KinectFusion [16] pipeline that is modelling and tracking the entire scene.

4.4. Running Times and Performance

We have implemented our system both on the CPU and GPU. With a GPU implementation with NVIDIA CUDA we are able to achieve runtimes of on average 90Hz with a consumer grade NVIDIA GeForce GTX1060 with 6GB GRAM. With our CPU only implementation we make use of parallelism with OpenMP and achieve runtimes of on average 5Hz on a consumer grade PC with an Intel Core i5-6600K 3.5GHz CPU and 16GB of RAM. Such online runtimes are possible due to the asynchronous way in which we have implemented the online adjustments combined with GPU acceleration.

5. Conclusion

As has been demonstrated in this paper, our novel approach is effective in 3D object reconstruction. Our system is able to reconstruct closed object models on sequences for which an alternative, state of the art system [33] fails to converge to any reasonable solution. In addition, we show robust odometry on an established SLAM benchmark, despite the difficulty of tracking only the objects surface vs the entire scene. Finally, in spite of our use of ICP for pose estimation with ambiguities, our system is capable of robustly reconstructing a variety of objects that are problematic for existing approaches.
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